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In forensic and investigative speech analysis tasks dealing with large volumes of recordings, 

triage by human experts may not be feasible. The ability to automatically extract information 

such as a speaker’s gender
1
, age and spoken language would support the rapid assessment of 

audio recordings in such cases. Additionally, this information could be used within an 

automatic speaker recognition framework, to inform the selection of a reference population 

for example. In this paper, we explore the automatic estimation of speaker gender, age and 

spoken language from telephone quality speech using an i-vector framework (Dehak et al. 

2011a). 

 

In the i-vector approach, a speech segment is converted into a compact, fixed-length 

representation, in which most of the important variability is retained. For speaker recognition, 

the variability of interest is speaker identity. However, other information carried by the 

speech signal is also encoded in the i-vector (Dehak et al. 2011a, Bahari et al. 2014, Ranjan et 

al. 2015).  

 

We use the NIST Speaker Recognition Evaluation (SRE) data 2004-2008 for our experiments. 

From this large pool of speech, we extracted subsets of multilingual conversational telephone 

speech, balanced across gender, and containing as broad an age range as possible. The 

VOCALISE speaker recognition software (Alexander et al. 2014) was used to extract i-

vectors from all selected recordings. 

 

Gender Recognition and Age Estimation 
 

A pool of 9000 NIST SRE recordings, balanced across gender and distributed across an age 

range of 18-89, was divided into train and test partitions in the ratio 2:1. There were 1000 

unique speakers across both partitions, with no speaker overlap. After extracting i-vectors for 

the train set, we trained support vector machine (SVM) models for gender classification and 

age regression using the known gender and age labels. The SVM models were then applied to 

generate gender and age labels for the test set. In the case of gender recognition, an equal 

error rate (EER) of 2.4% and an accuracy rate of 97.7% were obtained. For age estimation, a 

Mean Absolute Error (MAE) of 7.50 years (males: 8.09, females 7.15) was obtained. 

 

Language Recognition 

 

We considered a set of ten widely-spoken languages for our tests, namely, Arabic, Bengali, 

Chinese (Mandarin), Chinese (Cantonese), English, Hindi, Japanese, Russian, Spanish and 

Thai. A pool of 2000 NIST SRE recordings, balanced across gender and each of the 

languages of interest, was divided into train and test partitions. There were 500 unique 

                                                 
1
 In this paper, we use the term ‘gender’ to refer to the biological sex of a speaker. 



speakers across both partitions, with no speaker overlap. We applied linear discriminant 

analysis (LDA) to the train and test i-vectors based on the 10 language classes to reduce their 

dimension and enhance separability. To accommodate for gender and regional variations 

within the languages, we applied a k-means clustering to the train i-vectors. Using Cosine-

Similarity based scoring of the train and test i-vectors, we obtained an average language 

recognition accuracy of 85.05% and a mean EER of 8.22%. Figure 1 contains a visualisation 

of language i-vectors and a confusion matrix of per-language recognition accuracy rates. 

 

In this work, we have demonstrated how key speaker meta-data such as gender, language and 

age may be estimated automatically from telephone speech. Initial results indicate that this 

approach can be successfully extended to unconstrained public sources such as Youtube 

recordings. 

Figure 1: Left: An unsupervised t-SNE (van der Maaten and Hinton 2008) projection of the 

400-dimensional i-vectors (pre-LDA) into 3 dimensions. Each point is an i-vector and each 

colour indicates a different language. Right: A confusion matrix of language recognition 

accuracy (the colour-bar indicates accuracy in percent). 
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